
Dalton
Transactions

PAPER

Cite this: Dalton Trans., 2023, 52,
308

Received 5th August 2022,
Accepted 14th November 2022

DOI: 10.1039/d2dt02559k

rsc.li/dalton

Comparative oxidative ability of mononuclear and
dinuclear high-valent iron–oxo species towards
the activation of methane: does the axial/bridge
atom modulate the reactivity?†

Mursaleem Ansari* and Gopalan Rajaraman *

Over the years, mononuclear FeIVvO species have been extensively studied, but the presence of dinuc-

lear FeIVvO species in soluble methane monooxygenase (sMMO) has inspired the development of biomi-

mic models that could activate inert substrates such as methane. There are some successful attempts;

particularly the [(Por)(m-CBA) FeIV(µ-N)FeIV(O)(Por•+)]− species has been reported to activate methane

and yield decent catalytic turnover numbers and therefore regarded as the closest to the sMMO enzyme

functional model, as no mononuclear FeIVvO analogues could achieve this feat. In this work, we have

studied a series of mono and dinuclear models using DFT and ab initio DLPNO–CCSD(T) calculations to

probe the importance of nuclearity in enhancing the reactivity. We have probed the catalytic activities of

four complexes: [(HO)FeIV(O)(Por)]− (1), [(HO)FeIV(O)(Por•+)] (2), µ-oxo dinuclear iron species [(Por)(m-

CBA)FeIV(µ-O)FeIV(O) (Por•+)]− (3) and N-bridged dinuclear iron species [(Por)(m-CBA)FeIV(µ-N)FeIV(O)

(Por•+)]− (4) towards the activation of methane. Additionally, calculations were performed on the mono-

nuclear models [(X)FeIV(O)(Por•+)]n {X = N 4a (n = −2), NH 4b (n = −1) and NH2 4c (n = 0)} to understand

the role of nuclearity in the reactivity. DFT calculations performed on species 1–4 suggest an interesting

variation among them, with species 1–3 possessing an intermediate spin (S = 1) as a ground state and

species 4 possessing a high-spin (S = 2) as a ground state. Furthermore, the two FeIV centres in species 3

and 4 are antiferromagnetically coupled, yielding a singlet state with a distinct difference in their electronic

structure. On the other hand, species 2 exhibits a ferromagnetic coupling between the FeIV and the Por•+

moiety. Our calculations suggest that the higher barriers for the C–H bond activation of methane and the

rebound step for species 1 and 3 are very high in energy, rendering them unreactive towards methane,

while species 2 and 4 have lower barriers, suggesting their reactivity towards methane. Studies on the

system reveal that model 4a has multiple FevN bonds facilitating greater reactivity, whereas the other two

models have longer Fe–N bonds and less radical character with steeper barriers. Strong electronic coopera-

tivity is found to be facilitated by the bridging nitride atom, and this cooperativity is suppressed by substitu-

ents such as oxygen, rendering them inactive. Thus, our study unravels that apart from enhancing the nucle-

arity, bridging atoms that facilitate strong cooperation between the metals are required to activate very inert

substrates such as methane, and our results are broadly in agreement with earlier experimental findings.

Introduction

The conversion of hydrocarbons such as methane at low temp-
eratures has long been a challenge for chemists.1,2 The selec-
tive oxidation of the C–H bonds of hydrocarbons is a subject
of intensive research in the pursuit of alternative fuels, namely
methane to methanol conversion.1–3 While such reactions are

challenging for chemists, enzymes such as methane monooxy-
genase (sMMO), cytochrome P450, and cytochrome c peroxi-
dases perform this transformation easily with high selectivity
and efficiency.4–7 The discovery of the powerful oxidation pro-
perties of cytochrome P450 associated with its iron-porphyrin
active site and understanding the mechanism of natural
monooxygenase catalysts3 have motivated scientists to devote
their attention to developing a synthetic model of iron(IV)–oxo
species.4–6,8–10 Biochemically and synthetically, these iron–oxo
species are potent activators of inactive C–H bonds.5,11–17 As a
consequence of its biological significance, cytochrome P450
(Cpd I) has been extensively investigated with in situ generated
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oxoiron(IV) porphyrin cation radical complexes in a variety of
oxidation reactions, including epoxidation of olefins and
hydroxylation of hydrocarbons.18,19 Cpd I reaction mechanisms
have been studied experimentally5,20,21 and theoretically21,22

using axial ligands. Compared to Cpd I mimics, Fe(IV)–oxo por-
phyrins and Cpd II mimics are considered as poor oxidants.22–27

Recently, Karlin and coworkers reported the effects of various
axial ligands as well as presence of Lewis acid on the reactivity
of a model system of Cpd II that activate 9,10-dihydroanthr-
acene exemplifying the role of both on the reactivity.28,29

The reactivity of this species is correlated with various
factors such as the axial ligand, equatorial donation, the
nature of ligand donor atoms, and the nature of the ground
spin state and leads to the formation of several FeIVvO species
with various ligand architectures such as bispidines,30–32

salen, corrole, and porphyrin to name a few.33–38 In addition
to the factor mentioned, there is metal nuclearity that also
influences the reactivity. Several studies have shown that larger
nuclearity species are better catalysts as a result of enhancing
the nuclearity of the FeIVvO complexes from two to five. For
example, the pentanuclear FeIVvO catalyst has been
reported39,40 to split water up to 1000 times faster than a
mononuclear iron-based catalyst,41 and a tetrameric terminal
iron–oxo species has been reported to functionalize C–F and
C–H bonds of arene hydroxylation electrophilically.42 It is chal-
lenging to understand how nuclearity correlates with reactivity
in a larger system of nuclearity, so dinuclear species are the
best suited for such studies.43–47

Functional models for a µ-oxo-bridged diiron(III) complex
have recently received much attention.48 These complexes act
as active sites in several proteins involved in oxygen storage,
such as hemerytherin,49 and oxygen activation, such as
methane monooxygenase.50 In recent years, several synthetic

Fe–O–Fe (µ-oxo) diiron(III) complexes have been synthesised that
have shown promising catalase-like activity51 and can act as cat-
alysts for alkane oxidation.28,52,53 Recently, Sorokin et al.
revealed the superiority of nitrogen bridged complexes over
their oxo counterparts in oxidation reactions supported by spec-
troscopic techniques as well as theoretical calculations on the
Fe–X–Fe (X = C, N, O) core.7,18,54,55 Notably, the complex [(TPP)
(m-CBA)FeIV(µ-N)FeIV(O)(TPP•+)]− has been synthesised and
characterised using EPR, UV/Vis, and Mössbauer techniques by
Sorokin et al.56 This complex has shown catalytic activity
towards an array of alkanes, including the most difficult ones,
such as methane.56 Apart from the experimental studies,
quantum chemical calculations have also helped us to under-
stand the electronic structure of the catalytically active species
and explore the mechanism of the catalytic reactions.57–60

Over the past few decades, our group has reported several
catalytic organic transformations using high-valent metal–oxo
species using a combination of DFT and ab initio calculations;
particularly we probed the role of electronic cooperativity in
dinuclear FeIVvO in facilitating a greater reactivity. As the elec-
tronic cooperativity between two metal centres is found to be
fundamental not only in this model system but also in the
reactivity of enzymes such as sMMO and related biomimic
models,44,45,61,62 it is imperative to test this hypothesis on
mononuclear FeIVvO with a dinuclear FeIVvO species. With
this objective in mind, in this work, we have performed
detailed density functional theory calculations on four com-
plexes [(HO)FeIV(O)(Por)]− (1), [(HO)FeIV(O)(Por•+)] (2), [(Por)(m-
CBA)FeIV(µ-O)FeIV(O)(Por•+)] (3) and [(Por)(m-CBA)FeIV(µ-N)
FeIV(O) (Por•+)]− (4), (see Scheme 1) to explore the electronic
structure and its comparative oxidative ability towards oxi-
dation of extremely difficult substrates such as methane. To
analyse and understand the role of nuclearity in facilitating

Scheme 1 There are different oxidants used for the C–H bond activation of methane. Species 1 is the model system of Cpd II and species 2 is the
model system of Cpd I.
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reactivity, we have also modelled several monomeric FeIVvO
units from species 4 [(X)FeIV(O)(Por•+)]n {X = N 4a (n = −2), NH
4b (n = −1) and NH2 4c (n = 0)} and studied their ability to acti-
vate methane.

Computational details

All calculations were performed using the Gaussian 09 suite of
programs.63 The geometries were optimised using the
B3LYP-D2 functional, incorporating the dispersion correction
proposed by Grimme et al.64 This functional was employed by
our group and others earlier to predict correct spin-state ener-
getics of several mononuclear metal–oxo/hydroxo/superoxo
complexes.16,43,65–72 We used two different basis sets;
LanL2DZ, which encompasses a double-ζ quality basis set with
the Los Alamos effective core potential for Fe, and a 6-31G
basis set for the other atoms (C, H, N, O, and Cl).73,74 A single-
point calculation was performed using the TZVP basis set for
all the atoms.75 A frequency calculation on the optimised
structures (visualised in Chemcraft76) was performed to
confirm the minima on the potential-energy surface (PES) and
also to obtain free-energy corrections. The quoted DFT ener-
gies are B3LYP-D2 solvation energy, including free energy cor-
rections from the frequency calculations at a temperature of
298.15 K. The solvation of the structures and energetics were
studied at the B3LYP-D2 level using the polarisable continuum
solvent (PCM) model using acetonitrile as the solvent.77

Additionally, we tested the ground state of all complexes using
the B3LYP-D3 level, which is not altered and found to have
minor changes in the energies for the complexes (see Table S1
in the ESI†). To calculate J values, we used the gas-phase energies
of the high spin and low spin states at the B3LYP-D2/TZVP level
of theory. The J values were computed from the energy differ-
ences between the high spin (EHS) state calculated using single
determinant wave functions and the low spin (EBS) state deter-
mined using the broken symmetry (BS) approach developed by
Noodleman.78,79 A negative value indicates the antiferromagnetic
interactions, and a positive value indicates the ferromagnetic
interactions between two centres. In the following notation M1
(sFe1, sFe2), superscript ‘M’ denotes the total multiplicities of
the spin-coupled dimer and subscript ‘(sFe1, sFe2)’ denotes the
spin multiplicity on Fe(1) and Fe(2) atoms, which are employed
throughout the manuscript. We also performed DLPNO–CCSD(T)
calculations using the ORCA 4.2.1 program package.80 Here, the
optimized structure coordinates from DFT were used to perform
single-point gas-phase DLPNO–CCSD(T) calculations with the
Dunning et al. correlation-consistent cc-PVTZ basis set for all
atoms and we employed TIGHTPNO criteria and RIJCOSX
approximation in our calculations.81–83

Results and discussion

We begin our investigation with four species, 1, 2, 3, and 4,
exhibiting a drastic variation in their reactivity. Between 1 and

2, species 2 is a model system of Cpd I (note the variation in
the axial group –SH vs. –OH) and is known to activate C–H
bonds such as those of norbornene,84,85 DHA, Xanthene, etc.,
and 1 is also a model system of Cpd II, which reacts much
slower towards these substrates.23 Of the above species,
complex 4 activates methane to methanol under ambient con-
ditions with relatively high turnover numbers, while species 3
is unreactive towards methane and even other substrates with
weaker C–H bonds. Despite all of them possessing a terminal
FeIVvO group, their reactivities drastically depend on the
nature of the axial group (–OH for 1 and 2, [(Por)(m-CBA)
FeIV(µ-X)] with X = O, N for 3 and 4, respectively) and the pres-
ence/absence of •+ character at the porphyrin ring. To fully
understand their reactivity pattern, we first analysed their elec-
tronic structure and later probed their catalytic ability with an
extremely inert substrate namely methane.

Electronic structures and spin-state energetics of complexes
1–4

All four iron(IV)–oxo complexes have slightly distorted octa-
hedral geometries with an {FeN4O2}/{FeN5O} core. For com-
plexes 1 (the model system of Cpd II), 2 (the model system of
Cpd I), and 3/4, there are 3 (S = 0, 1, and 2), 5 (S = two 1/2, two
3/2 and 5/2), and 7 (S = 1/2, two 3/2, two 5/2, 7/2 and 9/2) spin
states, respectively possible, and we have computed them all.
Complexes 1, 2, 3, and 4 have S = 1, S = 3/2, S = 1/2, and S =
1/2, respectively, as their ground states (see Table 1), and this
is followed by higher excited states, as shown in Table 1. For
complex 2, the ground state is characterised by the intermedi-
ate spin S = 1 Fe centre ferromagnetically (estimated J =
+34.2 cm−1 in Ĥ = −JS1·S2 formalism) coupled to the radical in
the porphyrin ring, which is also corroborated with the experi-
mental data.56,86–88 While for 3, the coupling is found to be
antiferromagnetic ( J = −201 cm−1). For complex 4, it was estab-

Table 1 The different possible spin states and the respective relative
energies of complexes 1–4 and 4a–4c

Spin states R. E. (in kJ mol−1) Spin states R. E. (in kJ mol−1)

1 4
51(hs) 38.6 64(is, is) 19.3
31(is) 0.0 24(is, is) 46.9
11(ls) 121.4 4a
2 64a(hs) 0.0
62(hs) 26.1 44a(hs) 26.9
42(hs) 27.3 44a(is) 12.2
42(is) 0.0 24a(is) 4.9
22(is) 6.8 24a(ls) 52.6
22(ls) 7.9 4b
3 64b(hs) 122.3
103(hs, hs) 101.1 44b(hs) 38.3
83(hs, hs) 104.5 44b(is) 0.0
23(hs, hs) 107.6 24b(is) 99.4
63(is, is) 3.1 24b(ls) 44.1
43(is, is) 5.4 4c
23(is, is) 0.0 64c(hs) 48.1
4 44c(hs) 46.1
104(hs, hs) 472.5 44c(is) 1.9
84(hs, hs) 250.1 24c(is) 0.0
24(hs, hs) 0.0 24c(ls) 35.9
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lished earlier that high-spin S = 2 is the ground state with the
Fe centres antiferromagnetically ( J = −225 cm−1) coupled to
the radical centre located on the ligands, which is broadly
matching with experimental data.45,56

The optimised structures and spin density plots of the
ground state of 31(is),

42(is),
23(is, is), and

24(hs, hs) are shown in
Fig. 1a–h. We have also performed DLPNO–CCSD(T) calcu-
lations on species 1 and 2 to ascertain the ground state con-
figuration using DFT geometries. These calculations also yield
31(is) and

42(is) as the ground states, which is consistent with
the DFT methods, offering confidence in the methodology
employed (see Table S2 in the ESI†).24,89–94 We would like to
note here that both the employed functional in DFT and the
DLPNO–CCSD(T) methods have expected error bars in the
range of ∼20 kJ mol−1.95 Consequently, the calculated bond
lengths of the metal-ligand and spin state energetics vary with
the DFT functional.43,96–101 The energetics have traditionally
been computed using DFT methods for iron–oxo species, but
recently, several ab initio methods, including CASSCF/NEVPT2
and DLPNO–CCSD(T), have been gaining popularity for their
numerically superior results, although they have their limit-
ations in terms of active space and model size.95,102–109 The
computed bond lengths for the ground state in FeIV(1)vO
were found to lie in the range of 1.656 to 1.699 Å, with the
shortest bond being found for 3 and the longest for 1, and
these results are consistent with earlier reports (see Tables S7,

S9 and S13 in the ESI† for spin density values).43,45,110–113 All
the FeIVvO centres in 1–3 are found to have the (dxy)

2 (dxz)
1

(dyz)
1 (dx2−y2)

0 (dz2)
0 electronic configuration with differing gaps

between the orbitals (see Fig. S1–3 in the ESI† for the
Eigenvalue plot of 1–3) while 4 has a high-spin ground state
having the (dxy)

1 (dxz)
1 (dyz)

1 (dx2−y2)
1 (dz2)

0 configuration. In
the six-coordinated FeIVvO species, the high spin (S = 2) state
is more reactive towards C–H bond activation than the inter-
mediate spin (S = 1) state.114–116

To assess and understand the reason for the high-spin
ground state in the case of 4 compared to 1–3, we performed
further calculations on the models of complex 4, wherein the
axial group [(Por)(m-CBA)FeIV(µ-N)] is simply modelled as N
(4a), NH (4b) and NH2 (4c) (see Scheme 1). For model 4a, a
high-spin state 64a(hs) state is found to be the ground state,
while 44a(hs),

44a(is),
24a(is) and

24a(ls) states are higher by 26.9,
12.2, 4.9 and 52.6 kJ mol−1, respectively. It was found that the
intermediate spin state 44b(is) is the ground state for model 4b,
as compared to the 64b(hs),

44b(hs),
24b(is), and 24b(ls) states

which are higher by 122.3, 38.3, 99.4 and 44.1 kJ mol−1,
respectively. The ground state in model 4c is also an inter-
mediate spin state 24c(is), whereas the states 44c(hs),

44c(hs),
44c(is), and 24c(ls) are higher by 48.1, 46.1, 1.9, and 35.9 kJ
mol−1, respectively. The DLPNO–CCSD(T) calculations also
yield 64a(hs),

44b(is), and
24c(is) as the ground states, which is

consistent with the DFT methods (see Fig. S4, S5–S7† for the

Fig. 1 The optimized structures and their corresponding spin density plots for (a and b) 31(is), (c and d) 42(is), (e and f) 23(is, is) and (g and h) 24(hs, hs).
All the distances are given in Å and angles in °. All hydrogen atoms are omitted for clarity.
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Eigen-value for the ground state and Table S2 in the ESI†).
This illustrates the importance of the deprotonated N atom at
the axial position in stabilizing the high-spin state. The switch
from a high-spin to an intermediate spin is dictated by the
Δ(Eπ*xz − Eσ*x2−y2) gap. Careful analysis of the Eigen-value plot
of 4, and 4a–c reveals that the energy of the σ*x2−y2 orbital
remains unaltered for all four species while the π*xz orbital is
altered (see Fig. S5, S8, and S9†). Particularly for 4, and 4a, the
axial nitrogen atom is involved in the π-bonding, leading to
the destabilization of these orbitals and the reduction of the
Δ(Eπ*xz − Eσ*x2−y2) gap (see Fig. S10†). Protonation of the nitro-
gen atom weakens the π-bonding capability leading to larger
Δ(Eπ*xz − Eσ*x2−y2) and hence the stabilization of the intermedi-
ate spin as the ground state. As we move from 4 to 4c, it is
clear that the FeIV–Nax bond length increases, reflecting the
stronger FeIVvN π character in 4, followed by 4a, 4b, and 4c.
Also, the length of the FeIV(1)vO1 bond decreases when we
move from 4 to 4c. It is clearly suggested that the FeIV(1)vO1
bond lengths increase with a decrease in the FeIV(1)–Nax bond
lengths (see Table S3 in the ESI†). The elongation of the
FeIV(1)vO1 bond length is likely to generate a greater oxyl
radical character117 and is expected to increase the catalytic
activity of these species towards the C–H bond of methane.
The computed spin density values on the FeIV(1), O1, N1, and
a2u orbitals are found to be 3.01/3.04/2.96, 0.78/0.87/0.72, 1.81/
0.86/0.82, and −0.61/0.26/0.55, for 4a/4b/4c, respectively. Our
calculations reveal a significant radical character on the por-
phyrin ring in the case of 2, a slightly reduced spin density in
the case of 3, and much lower spin densities for 4a and 4c. For
4b, 4, and 1, only very little spin density is detected at the por-
phyrin ring. As 1 (the model system of Cpd II) is not a formal
radical species, detection of similar spin density for 4b and 4
(on the porphyrin attached to the FeIVvO unit) suggests that
they are not true cation radical species as assumed (see
Table S4 in the ESI†).

The relationship between the internuclear distance and
force constant has been proposed by Badgers,118 and this has
been widely used to explain the axial ligand effect of Cpd I and
related models.110,119 We have also employed the same for our
systems, and the plot is shown in Fig. 2. Although our com-
plexes are not strictly simple axial ligand substituents, as
demonstrated by Visser and Green in other examples,110,119 we
still see a near-linear correlation suggesting that Badger’s rule
is applied even when dinuclear systems such as complexes 3
and 4 are considered as a mononuclear counterpart with
different nuclearity being the axial ligand effect. Furthermore,
the bond length variation in Fe–O affirms that all the cases
studied are true iron(IV)–oxo units.119

Reactivity of 1 and 2 towards methane

The mechanism adopted for methane activation by 1–4 is
shown in Scheme 2. In the generic mechanism adopted here,
the FeIVvO species are expected to activate the C–H bond in
the first step via ts1, leading to the formation of a radical inter-
mediate (int1). In the subsequent step, –OH rebound via ts2 is
assumed, leading to the hydroxylated product (P) and the FeII

precursor. This mechanism is based on the experimental
pieces of evidence gathered for the reactivity of FeIVvO species
and cytochrome P450.92,120

To further understand the reactivity pattern between these
four complexes, we have calculated the barrier height for the
C–H bond activation of methane using these complexes. For
species 1, the 1-3R(is) state is found to be the ground state, fol-
lowed by the 1-5R(hs) and 1-1R(ls) states with an energy margin
of 38.6 and 121.4 kJ mol−1 higher in energy, and these two
different spin states (S = 2, and 0) of the FeIV–oxo species may
participate in the hydroxylation process. The calculated barrier
height for the 1-3ts1(is) transition state is 108.4 kJ mol−1

(155.2 and 233.8 kJ mol−1 for the 1-5ts1(hs) and 1-1ts1(ls)
species, respectively, see Fig. 3, 4a and Tables S5, S6 in the
ESI†). A similar model system of Cpd II has been reported by
several groups, whereas –SH, –His, –Cl, and –NCCH3 groups
are present as axial ligands instead of the –OH group. In all
cases, the S = 1 state was found to be the ground state. The cal-
culated structural parameters were also found to be almost
identical to those reported with different axial ligands, as men-
tioned above. The calculated barrier height is also found to be
similar to that for species 1.24,53,121,122 The Fe(1)–O(1)–H bond
angle calculated for 1-3ts1(is) is found to be 114°, suggesting a
π-pathway due to a β-electron transfer from the σCH bond (see
Table S7 for spin densities in the ESI and see Fig. S11 in the
ESI†).123 The analysis of spin densities and charges suggests
that the mechanism favours the radical pathway of the C–H
bond at the transition state (see Fig. 4b and Table S7 in the
ESI† for other states).

In the next step, the H-atom abstraction leads to the
exothermic formation of FeIII–OH and methyl radical inter-
mediate species (1-int1), where 1-3int1(ls) is the ground state,
followed by 1-7int1(hs), 1-5int1(hs), 1-5int1(is), 1-3int1(is),
1-1int1(ls) states at 110.6, 111.3, 130.8, 131.9 and 91.3 kJ mol−1

higher in energy, respectively (see Fig. 4c and d for bond

Fig. 2 Badger plot for the Fe–O bond length versus 1/ν2=3FeO (cm2/3) with
the νFeO stretching vibration for the Fe–O bond from Scheme 1. Here,
we have used only high-spin optimized structures for our calculations.
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length and spin density, respectively). In the radical rebound
step, the FeIII(1)–O(1)H and methyl radicals recombine to give
methanol as a product. Here, we have also computed six poss-
ible spin states, where the 1-1ts2(ls) species is found to be at
43.9 kJ mol−1, followed by 1-7ts2(hs) (74.6 kJ mol−1), 1-5ts2(hs)
(51.0 kJ mol−1), 1-5ts2(is) (76.3 kJ mol−1), 1-3ts2(is) (80.8 kJ
mol−1), 1-3ts2(ls) (56.1 kJ mol−1) transition states from the
1-3int1(ls) state. For the 1-1ts2(ls) transition state, the FeIII(1)–O
(1)H bond is further elongated (1.913 Å) compared to the inter-
mediate, and at the same time, the newly formed O(1)–C bond
is shortened by 2.230 Å than that of the intermediate (see
Fig. 4e and c as well as Table S6 in the ESI† for other states). At
the 1-1ts2(ls) state, the Fe(1)–O(1)–C bond angle is determined
to be 118°, while the FeIV(1)–O(1)–H angle is also determined
to be 114°, suggesting that both steps occur in the π-channel.
In addition, here, the 1-1ts2(ls) state is significantly higher than
1-3ts1(is), suggesting that the rate-determining step is a
rebound step over the HAT step. In the last step, the –O(1)H
group is expected to rebound to the methyl radical to give
methanol (1-P). Here, we have computed three possible spin

states with 1-5P(hs) lying at −90.8 kJ mol−1, indicating the
exothermic formation of this product (see Fig. 3 for the ener-
getics of other spin states and Fig. 4g and h for the optimised
and spin density plots of the ground state).

The energy profile for the C–H activation of methane with
[(OH)(Por•+)FeIVvO] is shown in Fig. 5. For species 2 (2-R), the
2-4R(is) state is found to be the ground state, followed by the
2-6R(hs), 2-4R(hs), 2-2R(is), and 2-2R(ls) states with an energy
margin of 26.1, 27.3, 6.8 and 7.9 kJ mol−1, respectively, higher
in energy. The calculated barrier height for the C–H activation
of methane is estimated to be 67.6 kJ mol−1 from the reactant,
followed by the 2-4ts1(is), 2-

2ts1(ls), 2-
4ts1(hs), and 2-6ts1(hs) spin

states with an increasing energy order of 92.4, 107.6, 131.9,
and 138.6 kJ mol−1, respectively from the 2-4R(is) state (see
Fig. 5). The calculations reveal that the reactions of 2 proceed
by two-state reactivity (TSR) or multi-state reactivity (MSR),
which involves 2-4ts1(is) and 2-2ts1(is) states that together deter-
mine the rate of the reaction. The Fe(1)–O(1)–H bond angle at
2-2ts1(is) is 113°, and the MO and spin density analyses indi-
cate that an α-electron is transferred to the a2u orbital of the

Scheme 2 The schematic mechanism proposed for the C–H bond activation of methane by the Fe(IV)–oxo unit. Species 1 is the model system of
Cpd II and species 2 is the model system of Cpd I.
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porphyrin ligand and not to the Fe centre, maximizing the
exchange-enhanced reactivity (see Fig. S12b in the ESI†) as wit-
nessed for the Cpd I mimics.92,124,125 Spin density analysis
reveals that migrating hydrogen has a positive spin density,
whereas the other two groups, which flank this hydrogen, have
a negative spin density (see Fig. 6 and Table S10† for other
states). For 2-4ts1(is), two transition states are computed, with
one following the π-channel (92.4 kJ mol−1) and the other fol-
lowing the δ-channel (79.9 kJ mol−1), and both have an
α-electron transferred from σCH to a2u and σ*x2−y2 orbitals,
respectively. These characteristics of these two transition states
reveal the importance of spin states in understanding these
intricate reaction mechanisms.126 The calculated barrier
height for the C–H bond activation of methane varies slightly
with different axial groups as reported by several other groups
described above using the same level of theory.21,87,90,103,104

In the next step, a hydrogen atom abstraction leads to the
endothermic formation of a FeIV(1)–OH and methyl radical
intermediate127 (2-int1), with the 2-4int1(is) state being found
to be the lowest-lying at 45.0 kJ mol−1 (see Fig. 5) followed by
2-6int1(hs), 2-

4int1(hs), 2-
2int1(is), and 2-2int1(ls) states at 102.3,

127.4, 45.6, and 86.0 kJ mol−1, respectively higher in energy
(see Fig. 6c). The 2-4int1(is) state has shorter Fe(1)–O1(H)
bonds than 1-3int1(ls) (1.799 vs. 1.891 Å and 45.0 vs. 88.8 kJ
mol−1, respectively), and this is one of the driving forces for

relatively small barriers computed.128,129 The calculated rebound
barrier height for this 2-2ts2(is) state is found to be 2.3 kJ mol−1

from the intermediate species, followed by 2-6ts2(hs), 2-
4ts2(hs),

2-4ts2(is), and 2-2ts2(ls) states at 63.9, 130.6, 49.8, and 8.8 kJ mol−1,
respectively higher in energy. Our calculation suggests that the
two transition states 2-2ts2(is) and 2-4ts2(is) remain degenerate up
to the radical-rebound step and we found no exchange enhance-
ment (see Fig. 6e and Table S9 in the ESI† for other states).
Interestingly, the 2-2ts2(is) state is significantly lower than the
2-2ts1(is) state, suggesting HAT as a rate-determining step over the
rebound step. Here, we have computed three possible spin states
with 2-5P(hs) lying at −196.7 kJ mol−1 from the reactant. The
thermodynamic formation of this product is estimated to be
−244.0 kJ mol−1, indicating the facile formation compared to
species 1 (see Fig. 5 for the energetics of other spin states and
Fig. 6g and h for the optimised, and spin density plots of the
ground state). The overall calculated barrier height suggests that
species 2 is much more reactive than species 1, which is also con-
firmed by experimental data.23

Reactivity of 3 towards methane

To construct the potential energy surface (PES) for methane
hydroxylation, we calculated all possible spin states for species
3, as shown in the above scheme (see Fig. 7). The calculated
barrier height for the 3-2ts1(is, is) state is found to be 113.4 kJ

Fig. 3 B3LYP-D2 computed potential energy surface for the C–H bond activation of methane by species 1 (kJ mol−1).
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mol−1 from the reactant (Fig. 8a and b) with five other tran-
sition states 3-10ts1(hs, hs), 3-

8ts1(hs, hs), 3-
2ts1(hs, hs), 3-

8ts1(is, is),
and 3-4ts1(is, is) being expected to lie higher at the energy
margins of 116.2, 117.2, 227.1, 232.7, and 239.2 kJ mol−1,
respectively compared to the 3-2R(is, is) state. The computed
bond lengths for the ground state of the transition state
3-2ts1(is, is) are shown in Fig. 8a. As the H–C bond is broken at
the transition state, this subsequently spurs the generation of
radical character at the carbon atom, suggesting a HAT type of
reaction (as observed by the spin density values on the C atom
of the methyl group and see Fig. 8b).130 The computed ∠Fe(1)–
O(1)⋯H angle is estimated to be 114.2°, suggesting a π-type
pathway for the hydrogen atom abstraction reaction from
methane.131 The orbital evolution diagram for the C–H bond
activation of 3-2ts1(is, is) is shown in Fig. 9. This represents an
orbital-controlled reactivity, which operates because the inter-
mediate-spin state is exchange-saturated.131 This transition
state has a significant barrier compared to species 1 and 2,
and this is primarily due to the orbital-controlled nature of the
reaction and the strong destabilisation of high-spin FeIV states
due to a stronger ligand field, and this closes the possibility of
spin-crossover states’ involvement in the reactivity. Another
important point to note here is that a β-electron is transferred
from the substrate to the FeIV centre and not into the a2u
orbital during the transition state 3-2ts1(is, is).

In the next step, after hydrogen abstraction of the methane
molecule, the FeIII(1)–O(1)H and methyl radical intermediates
form (3-int1). We have computed all possible spin states,
namely; 3-12int1(hs, hs), 3-

10int1(hs, hs), 3-
4int1(hs, hs), 3-

2int1(hs, hs),
3-8int1(is, is), 3-

6int1(is, is), 3-
4int1(is, is), and 3-2int1(is, is). Here,

the 3-2int1(is, is) state is found to be low lying with just
90.0 kJ mol−1 lower than the transition state 3-2ts1(is, is), reveal-
ing the endothermic nature of the reaction. Other intermedi-
ates are computed to be much higher in energy with the
3-12int1(hs, hs), 3-10int1(hs, hs), 3-4int1(hs, hs), 3-2int1(hs, hs),
3-8int1(is, is), 3-

6int1(is, is), and 3-4int1(is, is) states lying 155.5,
144.8, 156.9, 161.7, 114.0, 121.4 and 109.6 kJ mol−1, respect-
ively, higher in energy from the 3-2R(is, is) state (see Fig. 7). This
step was found to be endothermic in nature compared to
species 1 and 2 and cytochrome P450 and sMMO enzymes,
revealing resemblance in the energetic landscape despite sig-
nificant structural/electronic differences.92,132,133 The com-
puted bond lengths and spin density plot for the ground state
of the intermediate species (3-int1) are shown in Fig. 8c and d
(see also Table S12a† for other states).

Following the H-abstraction, the intermediates (3-int1)
undergo rebound via 3-ts2 between the FeIII–OH group and the
methyl radical to form methanol. Our calculations show that
the 3-2ts2(is, is) state is the lowest-lying with a barrier height of
36.2 kJ mol−1 with respect to the intermediate species (Fig. 8e

Fig. 4 The optimized structures and their corresponding spin density plots for (a and b) 1-3ts1(is), (c and d) 1-3int1(ls), (e and f) 1-1ts2(ls) and (g and h)
1-5P(hs). All the distances are given in Å and angles in °. All hydrogen atoms (except CH4) are omitted for clarity.
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and f), while the 3-12ts2(hs, hs), 3-10ts2(hs, hs), 3-4ts2(hs, hs),
3-2ts2(hs, hs), 3-

8ts2(is, is), 3-
6ts2(is, is), and 3-4ts2(is, is) transition

states lie higher at 65.6, 72.2, 85.1, 87.8, 61.8, 36.7, and 63.5 kJ
mol−1, respectively from the 3-2int1(is, is) state (see Fig. 8e). The
FeIVvO bond length remains almost similar throughout the
rebound mechanism, whereas the FeIII–O bond length is sig-
nificantly elongated to 2.021 Å from 1.713 Å at the transition
state. The computed ∠Fe–O⋯H bond angle is estimated to be
113.4°, suggesting a π-type pathway for the rebound mecha-
nism. Furthermore, a β-electron is found to be transferred
from methane to the a2u orbital of the porphyrin ring, and this
is exemplified in the computed spin densities (see Table S13†
for other states). The lowest barrier height for the rebound
step is estimated to be 36.2 kJ mol−1. Although this is not sub-
stantial compared to species 2 and 4, this is significant (2.3 kJ
mol−1 for 2 and barrier-less for 4), suggesting the rate main-
tained for the –OH rebound if the H atom abstraction step is
completed, and this is corroborated with experimental
data.52,56 This fact has also been reported by Sorokin and co-
workers, showing no oxidation of CH4 under experimental con-
ditions using the diiron µ-oxo (FePctBu4)2O species.7,55 The
FeIII–OH and methyl radicals are expected to recombine via
the rebound step to give methanol as a product (3-P) (see
Fig. 8g and h). Here, we have computed four possible spin
states, 3-10P(hs, hs), 3-

2P(hs, hs), 3-
6P(is, is), and 3-2P(is, is), where

the 3-2P(is, is) spin state is found to be the lowest-lying in
energy with −142.3 kJ mol−1, followed by 3-10P(hs, hs), 3-

2P(hs,

hs), and 3-6P(is, is) states with energy margins of −79.4, −111.7,
and −134.9 kJ mol−1, respectively, indicating the less facile for-
mation of this product.

Reactivity of 4a–4c towards methane

Furthermore, we determined the C–H bond activation barrier
height of methane using species 4a–4c (see Fig. S13†). For the
4a–4c species, the barrier heights are calculated to be 58.4,
88.3 and 90.6 kJ mol−1 at the 4ts1(is) surface. The other spin
states (6ts1(hs),

4ts1(hs),
2ts1(is), and

2ts1(ls)) were found to be at
higher energies than the 4ts1(is) state (see Table S14 in the
ESI†). Compared to species 4, species 4a–4c have a higher
barrier height for the C–H bond activation of methane. We
have reported first the reactivity of species 4, and this was sub-
sequently studied in detail by other groups.43,52 The computed
bond lengths of the ground state (4ts1(is)) for the FeIV(1)–O(1),
O(1)–H, and C–H bonds are found to be 1.873/1.844/1.751,
1.097/1.116/1.157, and 1.461/1.419/1.377 Å for species 4a/4b/
4c, respectively. From our calculations, it is evident that the
longer Fe–O bond in 4a is more reactive towards methane acti-
vation than the shorter bonds in species 4b and 4c. However,
from 4a to 4b, the Fe–N(1) bond decreases significantly,
whereas for 4c the Fe–N(1) bond increases slightly compared
to 4a (see Fig. S13 in the ESI†). The Fe–O–H angle suggests
that the FeIV unit accepts electrons from the σCH into a π*xz/yz
orbital, suggesting a π-channel preference over the σ and
δ-channels. Our observations have shown that the Fe–O–H

Fig. 5 B3LYP-D2 computed potential energy surface for C–H bond activation of methane by species 2 (kJ mol−1).
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Fig. 6 The optimized structures and its corresponding spin density plots for (a and b) 2-2ts1(is), (c and d) 2-4int1(is) (e and f) 2-2ts2(is), and (g and h)
2-5P(hs). All the distances are given in Å and angles in °. All hydrogen atoms (except CH4) are omitted for clarity.

Fig. 7 B3LYP-D2 computed potential energy surface for the C–H bond activation of methane by species 3 (kJ mol−1).
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Fig. 8 The optimized structures and their corresponding spin density plots for (a and b) 3-2ts1(is, is), (c and d) 3-2int1(is, is), (e and f) 3-2ts2(is, is), and
(g and h) 3-2P(is, is). All the distances are given in Å and angles in °. All hydrogen atoms (except CH4) are omitted for clarity.

Fig. 9 The orbital evolution diagram for the C–H activation for 3-2ts1(is, is).
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angle has decreased from 4 to 4c. The steric hindrance of 4 is
lower than that of 4a–4c, i.e. 4 has lower C–H activation energy
than 4a–4c (see Fig. S13 in the ESI†).45 Moving from the tran-
sition state of 4a to 4c, the spin density values at the iron
centre increase at the same time as the radical characters of
the porphyrin (a2u orbital) decrease, and this is also
accompanied by a drastic reduction in the spin density of the
nitrogen atom N(1). This is due to the nature of the Fe–N bond
and the protonation state of the N(1) atom. With an increasing
number of H atoms, there is a drastic reduction in its spin
density. This reduction causes a concomitant reduction in the
porphyrin ring. As the Fe–N bond lengths decrease as we move
from 4a to 4c, the spin density on the Fe atom increases.

Discussion

All four oxidants were subjected to follow a similar mechanis-
tic pathway to methane hydroxylation, but they have different
C–H bond activation barriers, as shown in Fig. 10. Firstly, we
carefully looked at the deformation energy, interaction energy,
and orbital mixing between the substrate and the catalyst. To
assess deformation energies for the corresponding hydrogen
atom abstraction, transition states are computed, and the

values are estimated to be 147.6, 124.1, 67.1, 77.5, 147.1, and
112.1 kJ mol−1 for 1-3ts1(is), 2-

2ts1(is), 3-
2ts1(is, is), 4-

2ts1(is, is),
4a-4ts1(is), 4b-

4ts1(is), and 4c-4ts1(is), respectively. Based on our
calculations of the deformation energy, species 4 has the
lowest deformation energy compared to the other six species,
indicating that C–H bond activation is preferred over that of
the other species. The deformation energy at the transition
state contributes 40% to the barrier height for species 4, while
for species 1, 2, 3, 4a, 4b, and 4c, the values were estimated to
be 73, 83, 91, 75, 60, and 81%, respectively. Interestingly, while
deformation is a minor contributor to 4, there are other factor
contributions in the other six species that dominate the
barrier height. As a result of a closer examination of the inter-
action energy, it is evident that in all six species, the inter-
action energy also contributes to the barrier height of the reac-
tion.134 Due to the mixing of the orbitals and favourable
electrostatic interactions in ts1, the interaction energy is stabil-
ized (see Table S15 in the ESI†). For the C–H bond activation
observed with all species, the deformation energies are signifi-
cantly larger than the barriers (see Fig. S14 in the ESI†), which
indicates that all of the TSs have very large stabilizing inter-
actions, resulting in barriers well below the energies associated
with the deformation.134 In all cases, we have found that the
C–H bond activation of methane towards the FeIVvO unit pro-

Fig. 10 Comparative potential energy surface (energies are in kJ mol−1) for the C–H activation of methane by 1 (blue), 2 (magenta), 3 (red), and 4
(black) oxidants.
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ceeds via the hydrogen atom transfer (HAT) pathway compared
to the proton-coupled electron transfer (PCET) pathway.

Furthermore, we looked carefully at how the reaction
channel and C–H⋯π interactions affect the barrier height of
the reaction. Furthermore, all species 1–4 were found to react
via the π-channel, unlike non-heme FeIVvO species that prefer
to engage in the σ-channel with the substrate to reduce the
barrier height.71,135 In heme models, due to the presence of a
flat equatorial ligand, the substrate can approach the oxo
group in a π-fashion without any substantial substrate-catalyst
strain, which is usually present in non-heme models.
Furthermore, we have observed C–H⋯π non-covalent
interactions136–142 between the substrate and the porphyrin
ring (2.60 to 3.40 Å) anchoring the substrate in the vicinity of
all four species. This isosurface demonstrates that the π-face of
the porphyrin ring and the edge of the methyl group engage in
an attractive interaction143 (see Fig. S15 in the ESI†). Our ana-
lysis of the C–H⋯π interaction at the HAA transition state on
the triplet surface shows that there are stronger and larger ∠C–
H⋯π-groups for species 2 than for species 1 and 3 (see
Fig. S16 in the ESI†). Similarly, we compared the C–H⋯π inter-
actions with species 4 and found a slightly weaker C–H⋯π
interaction and smaller ∠C–H⋯π-groups than those in species
2, and stronger interactions than with 1, and 3. Due to the
presence of a high spin state at the iron center, species 4 is
more reactive than species 2 towards methane activation,
despite having a slightly weaker C–H⋯π interaction and
smaller ∠C–H⋯π-groups. Furthermore, the calculated inter-

action energy for species 1 is found to be −40.7 kJ mol−1. This
interaction is mainly due to the electrostatic interaction energy
(−37.9 kJ mol−1). The rest of the energy −2.8 kJ mol−1 comes
from van der Waal interactions such as non-covalent inter-
actions of C–H⋯π, exchange interactions, dispersion inter-
actions, etc. contributing to a reduction of the energy barrier
(see the ESI† for details). This is also supported by a previous
study on the C–H⋯π interaction between coronene and
methane.144 For these reasons, for all catalysts modelled, a pre-
ferential π-pathway is noted.43,45,140,145

For all complexes, the π(FevO) orbitals are high in energy
to be the source of electrons.146 This forces the axial HO−

ligand to participate in the π orbitals of the HO–FevO moiety
(see Fig. S2 in the ESI†) and thus increases the energy of all
out-of-phase combinations π*xz(HO–FevO) and π*yz(HO–
FevO) compared to {(Por)(m-CBA)FeIVN}−. On the other hand,
the axial {(Por)(m-CBA)FeIVO}− ligand participates in the π orbi-
tals of the {(Por)(m-CBA)FeIVO–FevO} moiety (see Fig. S3 in
the ESI†) and thus significantly increases the energy of the all
out-of-phase combinations for π*xz({(Por)(m-CBA)FeIVO–
FevO}) and π*yz({(Por)(m-CBA)FeIVO–FevO}) compared to the
HO− ligand (see Fig. 11). We have calculated the ΔE(E(π*xz) −
E(σ*x2–y2)) energy gap for all seven complexes as 0.931, 0.805,
1.105, 0.511, 0.588, 0.865, and 1.061 eV, respectively, which
suggest that the reactivity order of the methane hydroxylation
is: 4 > 4a > 2 > 4b > 4c > 1 ≈ 3 (see Fig. S17 in the ESI†).
Additionally, DFT calculations show that a two-state reactivity
model applies to this series of complexes, in which a triplet

Fig. 11 We computed relative energies of the Eσ*x2−y2 orbital of all seven species. Here, we have plotted the energy difference between ΔE(E(π*xz) −
E(σ*x2−y2)) versus Eπ*xz, and Eπ*xz is used as a reference for all species. Here, we have used only high-spin structures for calculating energy differences.
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ground state and a nearby quintet excited state both contribute
to the reactivity of the complexes. Furthermore, the rate of
C–H activation increases with a continuous decrease in ΔET–Q
(see Table 1).147,148

Furthermore, we have carefully looked at the spin density
on the O/N atom of the axial ligand from the reactant (R) to
the transition state (ts1), which suggests that the axial ligand
also helps to stabilise the newly forming FeIII/IVO–H
bond.43,149,150 Earlier experimental and theoretical studies of
the axial ligand effect on the [FeIV(O)(porp•+)(X)] species
demonstrate that the electron-donating group significantly
increases the reactivity.147 For the 1/3 species, we have not
observed a spin density change on the axial atom (O2) in the
transition state from the reactant, suggesting no flow of elec-
trons during HA-T (see Fig. 4 and 8). Particularly for complex 3
possessing dimeric FeIV units, no alteration in the spin density
was noted, and this suggests that there is no electronic coop-
erativity between two iron centres that was witnessed for
several dinuclear FeIVvO species earlier. On the other hand,
for species 2, the spin density values on the O(1) atom change
from the reactant (−0.46) to the transition state (0.22),
suggesting the flow of electrons from the axial atom (see
Fig. 6b) during the HA-T. It is clear that the axial ligand stabil-
izes the newly formed FeIV–OH bond, indicating that the inter-
mediate formed is endothermic (45.0 kJ mol−1) in nature,
unlike species 1 and 3 (see Fig. 10). In comparison, for species
4, the spin density values on the N(1)/FeIV/O(1) atoms transfer
from the reactant (0.11/−0.89/−0.05) to the transition state
(−0.18/−0.78/−0.02), suggesting a significant flow of electron
from the substrate to the reactive centre during the HA-T.
Here, the {FeIV(O)(por•+)} unit has the {(Por)(m-CBA)FeIV(N)}
unit as the axial ligand and the µ-nitrido groups possessing
significant spin density and its accumulation of electrons from
the {(Por)(m-CBA)FeIV} unit clearly reveals the cooperation
between two iron centres in the reactivity.44,45 The spin density
plot (see Fig. 1h) clearly reveals a spin polarisation at the
FeIVvO center (gain of spin density on the FeIVvO unit at the
transition state) and the existence of cooperative oxidising
ability of the combined unit. Additionally, the second unit
stabilizes the newly formed FeIIIO–H bond, thereby signifi-
cantly increasing the reactivity since an electron-donating
group is in the axial position, supporting our findings. One
reason for the enhanced reactivity observed with species 4 is
that the intermediate species is slightly endothermic in nature
compared to species 1, 2, and 3.

Furthermore, an even more dramatic rate enhancement was
observed when the anionic donor was changed from µ-oxo in
species 3 to more electron-donating µ-nitrido, which converts
CH4 to HCOOH with a TON of ∼14. This confirms the remark-
able oxidising properties of complex 4. This suggests that the
µ-nitrido has more electron-donating power as an axial ligand
compared to the µ-oxo.59,60 Thus, our calculated results
suggested that the poorest electron donor among the axial
ligands is (Por)(m-CBA)FeIVO− and the strongest is {(Por)(m-
CBA)FeIVN}− followed by the HO− group. This is also sup-
ported by the axial ligand effect reported experimentally by

Sastri et al.151 Species 3 (i1046) has a longer C–H bond and
shorter O–H bond distances, and this suggests a product-like
TS in contrast to species 4 (i1292). The calculated PES around
the TS will be sharper, narrower, and more sensitive for 4 than
for 3, which is in satisfying agreement with the trend in reac-
tivity that was observed experimentally (see Fig. 10).
Furthermore, we have also compared the reactivity order of
methane oxidation using four different model species (4 to
4c). We find that the computed barrier height for C–H acti-
vation decreases from 4a to 4c, suggesting that the nitrido
(uN) group has a greater electron-donating power as an axial
ligand than the –NH/NH2 groups. Similarly, we also made a
comparison between 4 and 4a for methane activation, which
shows that the barrier height of 4 (reactant-like transition
state) is lower than that of 4a (product-like transition state).
This clearly suggests that {(Por)(m-CBA)FeIVN}− is the best axial
ligand as compared to the nitrido (uN) group. The presence
of electronic cooperativity in species 4 significantly reduces the
barrier height of the reaction.

Correlation with experiments

Our results are fully supported by the experiments where four
different FeIVvO species have been proposed as the oxidants
for the hydroxylation of methane. Recently, van Eldik and co-
workers established that species Cpd I is more reactive toward
the HAT from the substrate than Cpd II.23 Our calculations
also support this because species 2 (the model system of Cpd
I) has a lower barrier height (C–H activation as well as O–C
rebound step) for methane hydroxylation than species 1 (the
model system of Cpd II). It has been found that the formed
intermediate species 1 (int1) is highly unstable when com-
pared to species 2, suggesting that it is too slow in the oxidant
to activate methane. Furthermore, the kinetic experiments per-
formed on µ-oxo diiron–oxo (3), µ-carbido diiron–oxo, and
µ-nitrido diiron–oxo (4) reveal a very higher barrier height for
the C–H activation and O–C bond formation of µ-oxo diiron–
oxo species.7 For the µ-nitrido diiron–oxo species, the calcu-
lated barrier heights for the C–H activation step are found to
be 26.6 kJ mol−1, while the rebound step is found to be the
barrier-less process. These calculations suggest that the µ-oxo
diiron–oxo species have very sluggish oxidising capabilities.
Our calculated data reveal that a very high energy barrier
height of the O–C rebound step makes methane formation
very difficult, especially for species 1 and 3, and therefore they
are likely to perform the desaturation reaction. Furthermore,
we have found that both the barrier heights and formed inter-
mediate energies of species 2 are slightly higher than those of
species 4, and thus the μ-nitrido dinuclear-oxo species (4) is
the best catalyst among the four complexes described above.19

Conclusions

In this work, using DFT and ab initio DLPNO–CCSD(T) calcu-
lations, we have studied a variety of high-valent iron–oxo
species (1–4) and the corresponding models to understand
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how various structural and electronic effects modulate the
reactivity of these species.

(i) The ground state of [(HO)FeIV(O)(Por)]− (1) is the triplet
state, followed by the quintet state with a 38.6 kJ mol−1 energy
gap. The small energy gap warrants a two-state reactivity scen-
ario, but our computed barrier heights for C–H activation
(108.4 kJ mol−1 at the triplet surface) and –OH rebound steps
(132.7 kJ mol−1) make this reaction prohibitively difficult.
Clearly, heme FeIVvO groups with axial –OH groups do not
possess sufficient oxidising power, as one-electron reduction
leads to a Fe(III)–OH species that tends to reduce the nucleo-
philicity and inhibit the –OH rebound. A desaturation of
alkanes possessing weaker C–H bonds is possible with such
species.

(ii) In [(HO)FeIV(O)(Por•+)] (2), the quartet (S = 3/2) state is
found to be the ground state, while the other spin states
(below ∼28 kJ mol−1) are not far from the ground state. Here,
two-state reactivity is observed, and a small activation energy
for the C–H bond activation of methane (67.8 kJ mol−1) is
observed at the doublet surface. This is due to the presence of
•+ at the porphyrin ring, which facilitates the flow of electrons
from the –OH group towards the Fe(IV) centre during HAT. The
nature of all spin states reveals a π-type reactivity operating for
species 2, and the orbital control of the reaction is responsible
for the significant reduction of barrier height in an intermedi-
ate-spin state of FeIVvO compared to a high-spin state. The
formation of the radical intermediate is found to be endother-
mic in nature in all spin states, while the rebound step has a
lower barrier height (47.3 kJ mol−1) than the C–H bond acti-
vation at the doublet surface. Overall this species is capable of
oxidising methane, and experiments also support this fact.

(iii) The dinuclear species [(Por)(m-CBA)FeIV(µ-O)FeIV(O)
(Por•+)] (3) is found to possess a doublet as the ground state
arising from antiferromagnetically coupled intermediate spin
states. Elaborate bonding analysis reveals that the Fe(IV)vO
centre does not accept electrons from the μ-oxo oxygen atom,
even though it accepts the donation from the Fe(IV)–m-CBA
unit. Thus, the important electronic cooperativity between two
Fe centres via the µ-oxo group is missing, i.e. both barriers
(113.4 kJ mol−1 for C–H activation and 126.3 kJ mol−1 for the
rebound step) are very high in energy. The strong axial σ-donor
ligands increase the barrier height in the high-spin state, i.e.
the intermediate-spin ground state did not cross the high-spin
state across the entire potential energy surface, suggesting that
the single-state reactivity is observed for species 3. The for-
mation of intermediate species for 3 is expected to be highly
endothermic in nature in all spin states, with the lowest
energy at the doublet surface of 90.0 kJ mol−1. This species is
found to be unreactive towards methane to yield little
hydroxylated product, and this is due to the higher barriers for
C–H activation as well as the rebound step. This also supports
the experimental data.

(iv) The model system of species 4a–4c originates from
species 4, while the axial group [(Por)(m-CBA)FeIV(µ-N)] is
simply modelled as N (4a), NH (4b), and NH2 (4c). The calcu-
lated ground state for 4a/4b/4c was found to be the high-spin

64a(hs)/intermediate spin 44b(is)/intermediate spin 24c(is) state
and is also supported by DLPNO–CCSD(T) calculations. The
calculated barrier heights toward the C–H bond activation of
methane for the 4a–4c species are found to be 58.4, 88.3 and
90.6 kJ mol−1 at the 4ts1(is) surface, respectively. Species 4a has
the lowest barrier height compared to 4b/4c due to the stron-
ger trans effect, increasing the Fe–O bond length, leading to a
better catalyst for C–H activation. Species 4 has the lowest acti-
vation energy among all, and this is due to the presence of a
stronger axial effect of the [{(Por)(m-CBA)FeIVN}−] moiety. This
is due to the presence of electronic cooperativity in species 4,
which plays an important role in reducing the barrier height
of the C–H bond during the methane hydroxylation reaction,
as suggested earlier. From mononuclear to dinuclear iron–oxo
species, the enhanced nuclearity and electronic cooperativity
also help in increasing the reactivity towards methane acti-
vation. Finally, the reactivity order found in the methane
hydroxylation is 4 >4a >2 >4b >4c >1 ≈3.
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